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Abstract
Automatic detection of word prominence can provide valuable
information for downstream applications such as spoken lan-
guage understanding. Prior work on automatic word promi-
nence detection exploit a variety of lexical, syntactic, and
prosodic features and model the task as a sequence labeling
problem (independently or using context). While lexical and
syntactic features are highly correlated with the notion of word
prominence, the output of speech recognition is typically noisy
and hence these features are less reliable than the acoustic-
prosodic feature stream. In this work, we address the auto-
matic detection of word prominence through novel prosodic
features that capture the changes in F0 curve shape and mag-
nitude in conjunction with duration and energy. We contrast
the utility of these features with aggregate statistics of F0, du-
ration and energy used in prior work. Our features are simple
to compute yet robust to the inherent difficulties associated with
identifying salient points (such as F0 peaks) in the F0 contour.
Feature analysis demonstrates that these novel features are sig-
nificantly more predictive than the standard aggregation-based
prosodic features. Experimental results on a corpus of sponta-
neous speech indicate that prominence detection accuracy using
only the new prosodic features is better than using both lexical
and syntactic features.
Index Terms: Word prominence detection, prosodic features.

1. Introduction
Intonational prominence is an important aspect of spoken com-
munication. Speakers use prominence to indicate the focus of
an utterance, the introduction of new topics, the information sta-
tus of a word (new or given), their emotion or attitude about the
topic being discussed, or simply to draw the listener’s attention.
Identifying these discourse-salient elements is important for au-
tomatic spoken language understanding, but before that can be
done, the prominence bearing units (syllables or words) need to
be correctly identified. This makes automatic prominence de-
tection a significant subtask of spoken language understanding.

Automatic prominence detection is a challenging problem.
There is a fairly significant body of existing work on this topic.
Researchers have investigated the use of several lexical, syn-
tactic, and prosodic features for this task. In this work, we fo-
cus primarily on prosodic features as they are robust to speech
recognition errors and hence offer more reliability in the predic-
tion of surface level events for downstream applications.

The main prosodic cues correlated with prominence are
fundamental frequency (F0), duration and energy. Prominence
bearing words are generally marked by the presence of an F0
peak (or valley), longer duration, and increased energy. Most
studies that have used prosodic features for prominence de-
tection, however, parameterized F0, energy and duration us-
ing aggregate statistics such as mean, slope, variance, max and

min [1, 2]. A fair amount of salient information is lost in the ag-
gregation process, especially about the shape and amplitude of
the F0 peak. The information loss is likely to negatively impact
the accuracy of the prominence detection task, given the strong
correlation between the F0 peak and perceived prominence [3].

However, automatic identification of a pitch peak/valley is
non-trivial. The peak may occur in the voiceless regions of the
F0 contour, or the peak may be flat, the valley may be shallow,
the rises and falls may be ill-defined, or spurious peaks created
by segmental perturbations may hide the true peak [4]. In this
work, we have developed easily computable prosodic features
that capture the changes in F0 curve magnitude and shape, along
with changes in duration and energy, without requiring explicit
identification of particularly salient points (such as F0 peaks,
valleys, onsets, offsets, etc.) within the F0 contour. Hence, they
are robust to the aforementioned problems often accompanying
identification of salient points in the F0 contour.

Prior work on prominence detection has been performed at
word-level, syllable-level, and syllable-nucleus-level. We chose
words as the basic unit for prominence detection based on the
results of a comparative study by Rosenberg and Hirschberg [5]
that showed that prominence detection is most successful at the
word level. Using words as units also allows us to compare
the results of prominence detection using prosodic features with
that obtained by using lexico-syntactic features.

2. Data and Features
2.1. Data

We used a subset of the Switchboard corpus that had manually-
corrected word segmentations and hand-marked prominence la-
bels [6]. It consists of about 67k word instances (excluding
silences and noise). Roughly one-third of these words were
marked as prominent. In a departure from the usual ToBI-
based prominence marking, prominent syllables were marked
with “*” indicating that the labeler perceived it as prominent,
or with “*?” indicating uncertainty. Since we used words as
the unit of analysis, we transduced the prominence markers to
the word-level, and collapsed the prominence labels to simply
1 (prominent word ) or 0 (non-prominent word). Word bound-
aries are also hand-labeled in this corpus.

This dataset has been previously used for word prominence
detection using prosodic and lexico-syntactic features in [7],
and those results serve as a benchmark for our evaluations.

2.2. Features

The word-level prosodic and lexico-syntactic features used in
our prominence detection experiments are outlined below. The
prosodic feature set contains two subsets of features, the new
features that we developed for the word prominence detection
task, and the set of standard features that are generally used



for the same. The new prosodic features are indicated using
bolding and an asterisk (“*”).

Prosodic Features
We investigated the use of the following prosodic features
for word-level prominence detection. These features were
computed from pitch and energy contours extracted over 10
msec intervals for each utterance using ESPS Waves. Pitch
halving and doubling were automatically cleaned up using
an implementation of Bagshaw’s ‘defiltering’ algorithm [8].
The F0 curve was smoothed over the unvoiced frames using
weighted linear interpolation, where the weight vector was
energy times voicing. We constructed these features from
both raw and speaker normalized (z-score) pitch and energy
contours.

(P1) * Area under the F0 curve (AFC): This feature is
intended to capture the raised F0 and the increased duration
that is often associated with prominent words. It is the integral
of the smoothed F0 and duration within the interval of the
word, as shown in the equation below.

AFC =
∑

iεinterval

(ti × F0i)

(P2) * Energy-F0-Integral (EFI): Since word prominence is
also often accompanied by increase in energy, we included it in
the integral, as shown here (α is a scaling factor that was set to
0.10).

EFI =
∑

iεinterval

(ti × F0i × α · RMS-energyi)

(P3) * Voiced-to-unvoiced ratio (VUR): This feature was de-
veloped to act as measure of reliability. AFC and EFI are calcu-
lated on the smoothed F0. However, smoothing the F0 contour
by interpolation over the unvoiced segments of the word may
create spurious peaks or valleys in the F0 contour [3], and the
resulting AFC and EFI may not reflect the “true” shape of the
contour. VUR informs the model how much the AFC and EFI
features should be trusted. If the VUR is less than 0.5, then a
majority of the segments in the word are unvoiced and most of
F0 contour is obtained by smoothing, hence the AFC and EFI
are less reliable than if the VUR was greater than 0.5.
(P4) * Average difference between low and high frequency
components (DLH): A two component Gaussian mixture
model was used to cluster the F0 values in the smoothed F0
curve into high and low frequency clusters and the difference in
the means of the two clusters was computed.
(P5) * F0 curve shape (SHP): For each word, we used isotonic
regression to estimate the likelihood of the F0 curve associated
with the word being (i) a rising curve, (ii) a falling curve, (iii)
a curve containing a peak, and (iv) a curve containing a valley.
Isotonic regression measures departure from monotonicity and
this algorithm identifies peaks and valleys as points in the curve
where the greatest departures from monotonicity occur. A more
detailed description of the algorithm can be found in Mishra,
2008 [3]. A significant aspect of this estimation algorithm is
that it is robust to the presence of temporally short-lived seg-
mental perturbations that may have higher F0 values than the
true peak (valley) in the curve.

Since a word is perceived as prominent in relation to other
words around it, for each word, we compute the same set of
four likelihood values for the preceding and next word. This

set of 12 values makes up the shape vector.
(P6) * F0 peak/valley amplitude and location (FAMP and
FLOC): If a peak, as estimated by the aforementioned isotonic
regression approach, is encountered in the F0 contour of a
word, its location is computed as its relative distance from
the beginning of the word, and its amplitude is computed as
the distance from the mean of the GMM-based low frequency
component in the word interval. If a valley is most likely, then
location is computed similarly and the amplitude is the distance
from the mean of the GMM-based high frequency component.
(P7) Duration of the word (STANDARD-DUR): The duration
of the word in number of 10 msec frames.
(P8) Aggregate statistics (AGG-STATS): This includes the
mean, median, max, min, and variance of F0 and energy
computed per word.

Lexico-Syntactic features
To compare the discriminative power of prosodic features to
that of lexical and syntactic features, we investigated the use
of the following set of lexical and syntactic features in our
prominence detection experiments. For each word, wi, each of
these features was computed over a three word window: wi−1,
wi, and wi+1.
(L1) Word identity (WI): In our final prominence detection
model, we do not want to use word identity as a feature
because this feature does not generalize to unseen data. We
have however used word identity as a feature for experimental
comparison.
(L2) Part-of-speech tags (POS): The POS tags were hand-
marked using the Penn Treebank tagset.
(L3) Word type: Each word was classified either as a content
word or as a function word by using the POS information.
(L4) Number of syllables in word: Three values of this feature
were considered; 1-syllable, 2-syllables, and more-than-2-
syllables. Syllabification was performed using the AT&T’s
Natural Voices TTS system.
(L5) Break tags (BT): Three categories were considered. No
break, small breaks (corresponding to a comma in punctuated
text) and big breaks (corresponding to a terminal punctuation,
e.g., period, question mark or exclamation in punctuated text).

3. Prominence Detection Experiments
In our experiments, we model prominence detection as a binary
classification task, i.e., we classify a given word as prominent
(1) or non-prominent (0) based on different subsets of the input
features. We used two ensemble methods, Random Forest and
AdaBoost, to train these models. We used Random Forest and
Adaboost as implemented in R and an R package, Rattle [9],
both of which are freely available open source software.

Random forest is an ensemble of unpruned classification
and regression trees in which randomness is injected in tree
growing in two ways. Each tree is grown on a different random
sampling — with replacement — of the data, and at each node,
a random selection of features is used for splitting. AdaBoost is
also an ensemble method that combines several “weak” learners
(in our experiments, they are trees) to construct a strong classi-
fier. However, in AdaBoost, the weak learners are trained by
reweighting rather than resampling.

We used ensemble learners for building these models be-
cause they run efficiently on large unbalanced datasets with
high dimensionality, require little parameter tuning, and can
rank features in terms of their importance to the model. To
demonstrate the benefits of the ensemble-learner-based models,



we contrast their performance with simple CART models.
We built models using 8 different subsets of the features

outlined in Section 2.2 for our experimental evaluation. Predic-
tion results of models developed from each feature subset us-
ing three classification methods, namely, CART, AdaBoost and
Random Forest (RF), are in Table 1. In this table, LXSYN refers
to the lexical and syntactic feature set, PROS to the prosodic
feature set, WI refers to the Word Identity feature, and BT to
the Break Tag feature. For these experiments, we randomly se-
lected 70% of the data for training, 15% for validation, and the
remaining 15% for testing. The training and test partitions were
not explicitly constructed to guarantee that no speaker appears
in both partitions. However, this is a relatively minor issue due
to the diverse speaker composition of Switchboard. The base-
line accuracy of our test set, obtained by assigning the majority
class (non-prominent) to all test examples is 69%. The same
training, validation, and test sets were used for all experimental
conditions. In the experiments in which Word Identity was used
as a feature, we were unable to build a RF-based model because
the R implementation of traditional Random Forest cannot han-
dle variables that have more than 32 levels.

Feature Set CART AdaBoost RF
All LXSYN 75.4% 77.5% NA
Only WI 73.9% 74.6% NA
LXSYN w/out WI 75.6% 76.8% 77.9%
LXSYN w/out BT 73.4% 74.2% 75.0%
All PROS 74.9% 75.8% 77.2%
Only AGG-STATS 74% 74.6% 74.1%
Only NEW PROS 74.6% 75.6% 77.2%
New PROS and 78.2% 79.5% 81.5%all LXSYN (no WI)

Table 1: Results of word prominence detection models.

Random Forest computes a measure of importance of each
of the features that were used to build the model. RF has two
main measures of feature importance: The first is the scaled av-
erage of the prediction accuracy of each variable, and the second
is the total decrease in node impurities splitting on the feature
over all trees using the Gini index [10]. The top-10 most impor-
tant features according to the Gini index are shown in Table 2.

Feature Gini ↓
Duration of the word (STANDARD-DUR) 1250.29
* Voiced-to-unvoiced ratio (VUR) 895.84
* F0 peak/valley location (FLOC) 806.24
* Energy-F0-Integral (EFI) 787.29
* Area under the F0 curve (AFC) 686.62
Std(energy) 649.79
* F0 peak/valley amplitude (FAMP) 599.94
Mean(F0) 571.14
* Znormed Energy-F0-Integral (EFI) 568.60
Std(duration) 545.84

Table 2: Gini index based feature importance.

3.1. Discussion of results

The experiment results shown in Table 1 and Table 2 have sev-
eral implications. The benchmark for comparison are the results
obtained by Sridhar et al. 2008 [7] in performing the same task
of word prominence detection using the same dataset, so rele-
vant comparisons are made while discussing the results.

It is obvious from the results in Table 1 that the features un-
der investigation are predictive of prominence. The prediction
accuracies range from 73.4% to 81.5%, which is significantly
higher than the 69% baseline accuracy of the test set. We also

see that using ensemble methods for model training produces
significantly better models than simple CART trees.

Comparing rows 1 and 2 of Table 1, we see that word iden-
tity (WI in the table) is a fairly strong feature for word promi-
nence detection. The best prominence detection accuracy using
just the Word Identity feature is 74.6% compared to the 77.5%
accuracy that is achieved when all the lexico-syntactic features
are used. This result is in line with the results reported in Srid-
har et al. Their best WI-based CRF model had an accuracy of
75.66% compared to the 76.04% accuracy that was obtained
when all the lexico-syntactic features were used.

However, comparison of rows 2 and 3 of Table 1 shows
that not much accuracy is lost when Word Identity is not in the
model; the other features of the LXSYN set appear to have cap-
tured much of the same information. The implication of this
result is as follows. Given that Word Identity is not a gener-
alizable feature across multiple domains with varying vocabu-
lary, the use of complimentary features that can offer similar
discriminative power is extremely attractive. This is one point
of departure of our work from [7]. In that work, the two main
lexico-syntactic features were Word Identity and Accent Ratio.
Accent Ratio is an estimate of the number of times a word was
seen as prominent in training. Like Word Identity, Accent Ratio
too does not generalize well to previously unseen data.

In rows 4 and 5, we compare the prominence detection ac-
curacies obtained by using either lexico-syntactic features (row
4) or prosodic features (row 5) under comparable experimen-
tal conditions, i.e., without post-processing of the recognized
text (we use reference text that assume 100% accuracy) to in-
clude break tag information. In this scenario, the words cer-
tainly would not have break tag (BT) markings so we have
not used this feature when building the LXSYN model. Under
these conditions, the prosodic-feature-based model is more ac-
curate than the lexico-syntactic model. The best performance of
the LXSYN model without BT is 75% while that of the PROS
model is 77.2%. Given the importance of break tags (evidenced
by the lowered prediction accuracy of LXSYN features with-
out BT), it should certainly be used for prediction of word-level
prominence in text-to-speech synthesis systems where the input
text is punctuated; or in an offline SLU task where the input
speech has been punctuated before prominence detection.

The implication of the above results are significant in com-
parison with previous work in [7]. In that work, even though
the detection accuracy of the prosodic feature set is better than
that of POS tags, it is significantly worse than using Word Iden-
tity or Accent Ratio alone. This is perhaps because the standard
aggregate prosodic features (mean, median, variance, etc. of F0
and energy) in that work — like AGG-STATS here (row 6; table
1) — are not as discriminative as the lexico-syntactic features.

This leads us directly into a discussion of the prosodic fea-
tures. The new prosodic features (row 7) appear to be more
predictive than the aggregate prosodic features (row 6). It also
appears that when combined together in a model (row 5), the
AGG-STATS features do not add to the predictive power of the
new prosodic features (see rows 5 and 7). This is further ev-
idenced by the RF-estimated feature importance list presented
in Table 2. Of the top-5 most important features according to
the Gini Index, four are the new prosodic features that we de-
veloped for word-level prominence detection. Duration of the
unit (word in this case) is the only standard prosodic feature
that occurs in the top-5, although it is the most important fea-
ture. Six of the top-10 most important features according to the
Gini Index are the new prosodic features. This indicates the
new prosodic features developed in this work are more discrim-



inative than the aggregate statistics of F0, duration and energy,
which are commonly used for the prominence detection task.

Overall, the feature importance list in Table 2 shows this:
(1) As a set, the new prosodic features are more discriminative
than the commonly used aggregate statistics of F0, duration and
energy. (2) Word duration, a standard feature, is more discrim-
inative than each new feature individually. (3) The Energy-F0-
Integral (EFI) is more discriminative than the area under the F0
curve (AFI), which makes sense since EFI robustly captures the
change in F0, duration and energy accompanying prominence
production, while AFI only captures F0 and duration changes.
(4) The one new prosodic feature that has little to no discrimi-
native power is DLH (the GMM-based estimate of average dif-
ference between low and high frequency components).

To estimate the best model that we can build for this dataset,
we used all the new prosodic features (except DLH) and all the
lexico-syntactic features (except word identity) to train three
models (see last row of Table 1). The best performance accu-
racy of this model is 81.5%, which is a significant improvement.

4. Related Work
Automatic detection of word prominence can be abstracted into
two main sub tasks. One, the choice of an appropriate fea-
ture set that is highly correlated with the notion of prominence
or emphasis. Second, a suitable learning framework to either
classify or recognize the labels by exploiting the chosen feature
set. A majority of previous work [2] has typically used aggre-
gate statistics of F0, energy, and duration such as mean,max,
standard deviation, slope of pitch, etc. These features are sim-
ple to compute and offer reasonable robustness when normal-
ized with respect to the speaker. However, they provide an
extremely coarse representation of the macroscopic prosodic
contour. Other work has investigated spectral features and as-
pects such as loudness [11] as markers of prominence. Fine
grained representation of the prosodic features has been ad-
dressed in [12] through the use of quantized n-grams of the
normalized contour. While this approach works well in prac-
tice, it is restricted to the window of the n-gram and leads to
sparseness for larger windows. Parametric approaches such as
TILT intonation model [13], pitch plateau representation [14]
and the work presented in [15] also aim to model the shape of
the contour using rise, fall and connections. However, these
features are computationally more expensive compared to the
features presented in this work.

From a modeling standpoint, word prominence detection
has been addressed as a sequence of local classifications or
through sequential models such as hidden Markov models or
conditional random fields [16]. The approach presented in this
work uses a local classification framework as it is highly suit-
able for incremental understanding and generation, i.e., one
does not have to wait for the entire utterance to be decoded
to find the optimal sequence. The use of ensemble methods
for pitch accent (a potential marker of word prominence) de-
tection has been addressed previously in [17]. But the exper-
iments were performed on read speech in contrast to sponta-
neous speech in this work. Furthermore, the features were based
on aggregate statistics of prosodic contour.

5. Conclusion
In this paper, we addressed the automatic detection of word
prominence through the use of novel prosodic features that cap-
ture the changes in the F0 curve shape and magnitude along

with duration and energy. These features are simple to com-
pute yet robust to the inherent difficulties associated with iden-
tifying salient points in the F0 contour (such as F0 peaks, val-
leys, onsets and offsets). We conducted several experiments
using a bench-marked dataset to test the predictive power of
these new prosodic features. Feature analysis showed that
these novel features are substantially more predictive than the
standard aggregation-based prosodic features. Under compara-
ble experimental conditions, i.e., realtime spoken language un-
derstanding of spontaneous speech input, we found that word
prominence detection using our prosodic features was more ac-
curate than that obtained by using lexical and syntactic features.
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